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Time-dependent change has always been the 
subject of many psychological researches. In recent 
years, latent growth models, which are part of structur-
al equation models, have been used for investigating 
time-dependent change in the case of continuous latent 
variable(s). However, it is not always possible to make 
continuous measurements in psychological research. For 
instance, in the study of driver behaviors, it may not be 
possible for a researcher who wants to rate risky behav-
iors to decide which of behaviors of crossing the red 
light or exceeding the speed limit is riskier. As in this ex-
ample when observed and latent variable(s) are discrete, 
the latent Markov models which are also known as latent 
transition models, are used as an alternative for the lon-
gitudinal psychology studies. These models were used 
in the applied research such as substance abuse (Cos-
den, Larsen, Donahue, & Nylund-Gibson, 2015; Guo, 
Aveyard, Fielding, & Sutton, 2009; La Flair et al., 2013; 
Lanza & Bray, 2010), eating behaviors (Cain, Epler, 
Steinley, & Sher, 2010; Castellini et al., 2013) and so on. 
Although in recent years the latent Markov models have 
been commonly used in the applied field by means of the 
development of software such as Latent Gold (Vermunt 
& Magidson, 2013), Mplus (Muthen & Muthen, 2013), 
PROC LTA (Lanza & Collins, 2008) and R (Bartolucci 
& Pandolfi, 2016), which statistics should be used for 
model selection is still unclear. In this context, the first 
aim of the study is to present an example of model appli-
cation by using an empirical dataset with a single vari-
able. The second objective is to examine the effects of 
the strength of item response probabilities, the number 
of times the measurement being taken and sample size 
on model selection by means of the dataset generated by 
Monte Carlo simulation method.

Latent Markov models consist of two parts that 
are the measurement model and the structural model. In 
the measurement model, the relations of observed vari-
ables to the latent variables are determined. The struc-

tural model provides the transition probabilities among 
time-dependent latent states. In this regard, the basic 
parameters, which are item response probabilities, latent 
states probabilities, and transition probabilities, are esti-
mated (Collins & Lanza, 2010; Collins & Flaherty, 2012; 
Lanza & Bray, 2010; Vermunt, Tran & Magidson, 2008). 
The parameter called latent class probability in the latent 
class analysis is usually known as latent states probabil-
ity in the latent Markov models in order to emphasize 
the dynamic structure of class (Collins & Lanza, 2010). 
Considering a hypothetical study of driver behavior, it is 
possible to have two latent states which can be defined 
as careful driving and risky driving. In such a case, if the 
probability of being in a state of careful driving in the first 
time period is determined to be, such as .70, the probabil-
ity of being in the second latent state can be calculated as 
1.00-.70 = .30 since the sum of latent state probabilities 
for each time period is equal to 1. Item response probabil-
ities are similar to factor loadings in factor analysis and 
can be interpreted as in the latent class analysis. The part 
where the transition probabilities are calculated consti-
tutes the Markov part of model. In this regard, transition 
probabilities are the conditional probabilities that indi-
viduals or observations in the first latent state at time t-1 
will move to the second latent state at time t.

The latent Markov model has two basic assump-
tions; local independence and first order Markov as-
sumptions. The assumption of local independence is the 
assumption that the variables observed at time t are only 
related to the current time. The first order Markov as-
sumption is that statuses at time t are influenced only 
by time t-1 (Bartolucci, Farcomeni, & Pennoni, 2013; 
Vermunt, Langeheine, & Bockenholt, 1999). 

Model Selection
In the model selection process, firstly the number 

of latent state is determined separately for each time pe-
riod. If the number of latent state is known in advance, 
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this step can be skipped by adopting a confirmatory ap-
proach (Bartolucci, Farcomeni, & Pennoni, 2013). Then 
conditional probabilities and latent probabilities are de-
termined by restricting the number of latent states. By 
examining these models, if the restrictions on the tran-
sition and contiditonal probabilities can be imposed, the 
nested models are tested by putting various restrictions. 
One of the methods that is used to select the best model 
among these nested models is to decide it based on L2 

statistics. Alternatively, the use of the AIC, BIC infor-
mation criteria for model selection is generally accepted.

Emprical Example
The sample of this example is composed of 511 

male drivers working in a private transportation compa-
ny. With the permission of the company, the speeding 
records of the drivers in the first half of 2013, 2014, and 
2015 were accessed.  A five-time dataset was obtained by 
dividing the years into two semi-periods. When the fre-
quency ratios of speed limit violations over years were 
examined, it was observed that they varied between 4% 
and 8%.

The dataset with a single variable taken in five-time 
periods was analyzed via the Latent GOLD 5.1 Syntax 
version. Parameters of model with two latent states were 
estimated. Model-1 was tested as a model in which there 
were two latent states and transition probabilities were 

time-homogenous while Model-2 was analyzed as a mod-
el in which two latent states and but transition probabili-
ties were time-heterogeneous. While the BIC and CAIC 
information criteria pointed to the time-homogeneous 
model, the AIC, AIC3 information criteria pointed to the 
time-heterogeneous model. The heterogeneous model 
parameters are interpreted based on the knowledge that 
the AIC3 information criterion gives more results that are 
consistent in latent class analysis (Güngör, Korkmaz, & 
Sazak, 2015). When item response probabilities are ex-
amined, the probability of those in the first latent state 
to violate speed limit was found to be .01 and the prob-
ability of those in the second latent status was found to 
be .66. Based on these probabilities, the first latent state 
was called as those complying with speed limit while the 
second latent state referred to those violating speed limit. 
In the first half of 2013, 98% of the drivers were in the 
latent state of those who comply with speed limit. In the 
second half of 2014, this probability declined to .96 and 
in the first half of 2015 dropped to .93. In other words, in 
the first half of 2015, the proportion of those in the latent 
state of violation of speed limit moved up to 7%. 

Method

The datasets for 18 different conditions were gen-
erated by using Monte Carlo simulation section of La-
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200

BIC 100 0 100 0 100 0 100 0 100 0 100 0

AIC 88 12 87 13 84 16 88 12 86 14 92 8

AIC3 98 2 99 1 100 0 99 1 100 0 99 1

CAIC 100 0 100 0 100 0 100 0 100 0 100 0

600

BIC 100 0 100 0 100 0 100 0 100 0 100 0

AIC 87 13 93 7 87 13 89 11 85 15 89 11

AIC3 100 0 100 0 99 1 100 0 99 1 100 0

CAIC 100 0 100 0 100 0 100 0 100 0 100 0

2000

BIC 100 0 100 0 100 0 100 0 100 0 100 0

AIC 90 10 81 19 74 26 84 16 94 6 78 22

AIC3 100 0 99 1 98 2 100 0 99 1 99 1

CAIC 100 0 100 0 100 0 100 0 100 0 100 0
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tent GOLD 5.0 statistical package program (Vermunt & 
Magidson, 2015). The study consisted of four indepen-
dent variables which are the sample size of manipulat-
ed conditions (i.e., 200,600, and 2000), the strength of 
item-response probabilities (i.e., .1, .9, .3, and .7), the 
number of measurement occasions (i.e., 2, 3, and 4), and 
the information criteria used in model selection (BIC, 
CAIC, AIC3, AIC).  The information criterion used in 
the model selection was independent variable. In this 
context, 1800 datasets generated by 18 different condi-
tions and 100 different replications for each condition 
were produced and analyzed. Furthermore, fixed condi-
tions in the research were the number of the latent state 
(2), the latent state probabilities (i.e., .50), the latent 
transition probabilities (i.e., .80 and .20), the number of 
items (i.e., 5), the number of item category (i.e., 2). The 
latent transition probabilities were time-homogeneous. 

As a result of the analyzes, the information criteria 
were calculated by using the values of L2 obtained for 
each condition. Based on these information criteria, the 
models were selected and reported.  Since the number of 
the latent states was fixed to 2, the proportion of devia-
tion from this value was calculated as a percentage. In 
addition, the means and the standard deviations of the 
parameters of each condition were calculated and inter-
preted. 

Results

Number of models with convergence error
Convergence errors were only detected for mod-

els with three and four states. In the case of models for 
three states, an average of 16% convergence error (SD = 
17.12) was found, however for models with four status 
the rate was 33.5% (SD = 10.76). 

The effect of strength of item response probabilities 
on model selection

As indicated in the Table 1, BIC and CAIC infor-
mation criteria exhibited 100% true positive results, in-
dependent of the sample size, in the case of probabilities 
were both strong and weak. When the AIC3 information 
criterion was used, the correct decision ratios are 98% 
and above in all conditions where the item response 
probability was strong or weak.

The effect of number of measurement time on model 
selection

In model selection using BIC and CAIC, the true 
positive ratios were 100% regardless of the sample size 
in 3 different time conditions. When the number of mea-
surement time was 2, in model selection by using AIC the 
highest true positive ratio was 90%. All other ratios for 
3 and 4 time of measurement were indicated in Table 1.

The effect of sample size on model selection
In the case item response probabilities were strong 

and sample size increased from 200 to 2000, true posi-
tive ratios of the AIC information criterion were between 
.78 and .94 while the BIC and CAIC information criteria 
shows 100% accurate estimates, independent of all con-
ditions.

Parameter estimation bias
The values of parameter estimation bias were es-

timated by the following equation (Muthén & Muthén, 
2002): 

Bias = (PE – PP) / PP * 100                           (1)
PE = Average value of parameter estimates as a re-

sult of replications
PP = Pre-defined population parameter value

Table 2. Parameter Estimation Bias

Latent State
Probability

Latent Transition 
Probability

Item Response 
Probability

Item Response 
Probability

Sample
Size

Number of
Measurement Time Mean SD Mean SD Mean SD

Strong
200

2,3,4 .52 3.56 .13 5.28 .21 4.37

Weak 2,3,4 .05 5.84 .79 15.95 .17 2.37

Strong
600

2,3,4 .35 2.09 .49 3.20 .20 2.38

Weak 2,3,4 .24 3.63 .97 1.73 .16 1.03

Strong
2000

2,3,4 .14 1.09 .27 1.56 .13 1.36

Weak 2,3,4 .16 1.95 .19 3.61 .17 .57
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According to this equation, parameter bias val-
ues of latent status, latent transition, and item response 
probabilities were calculated in reference to the item re-
sponse probabilities and sample size for three different 
samples as 200, 600 and 2000 (see Table 2).

Discussion

In this study, which was designed as two parts, 
firstly, it was aimed to introduce the model through the 
empirical data with only one observed variable and five 
time occasions. In the first study, the models with two la-
tent states which were time-homogeneous and time-het-
erogeneous were estimated by using the example of 
speed behavior in traffic. The BIC and CAIC informa-
tion criteria pointed to the time-homogeneous model, 
while the AIC and AIC3 information criteria indicated 
the time-heterogeneous model as a better model. Since 
AIC3 is generally considered as an information criteri-
on giving more consistent results (Güngör, Korkmaz, 
Sazak, 2015), in the study the time-heterogeneous model 
was preferred. In addition, time-heterogeneous model 
allows seeing the differences among the transition prob-
abilities over the years. The transition from the group 
who did not violate the speed limit in the second half of 
2014 and the first half of 2015 to the group who violated 
the speed limit had been found to have higher probabili-
ties compared to previous years. Furthermore, it was ob-
served that group who violated the speed limit continued 
to display the same behavior in the following years.

In the second study, a simulation study on model 
selection was presented.  The findings of the simulation 
study indicated that when item response probabilities 
were strong and the sample size was large, the parameter 
estimates gave results that were more accurate.  There-
fore, we recommend the researchers planning to use the 
latent Markov model to be careful in choosing indicator 
variables and to make comments on that item when item 
response probabilities were .70 and less.

As for the limitations of the study, the simulation 
study was limited to the variables that addressed in this 
research. Furthermore, the simulations involving multi-
group latent Markov models, simulations of time-het-
erogeneous models and longitudinal equivalence studies 
are still some of the issues to be investigated. Another 
limitation of the study was to introduce a model through 
an example of a single package program, Latent GOLD 
program. Researchers can conduct the same analysis 
with the latent Markov extension of R program, which 
has become an extensively used as a free software pro-
gram.


